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A Monte Carlo simulation of equilibrium thermal vacancies is extended to grain boundaries in Al. The
vacancy localization is explored by intensive molecular-dynamics simulations. It is found that, in the sym-

metrical tilt boundary �=33�554��11̄0�, the reference lattice, based on the coincident site lattice geometrical
model, is good enough to describe the microstates of the system up to T=700 K in the presence of vacancies
and vacancy clusters. A microstate is therefore defined by site occupancies and continuous displacements from
the lattice nodes. This model, intermediate between an Ising model and the representation of states in classical
statistical mechanics, is used to perform grand canonical Monte Carlo simulations. Vacancy concentrations
along the grain boundary are computed from the average site occupancies. Vacancy alignment along the tilt
axis is reported. The results are analyzed in the framework of a one-dimensional Ising model which incorpo-
rates vacancy free formation energies and pair interaction free energies.
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I. INTRODUCTION

Vacancies play an important role in crystalline solids, in
particular in metals and alloys where they influence optical,
electrical, and mechanical properties.1 These defects are the
vector of solid-state diffusion which leads to the formation of
the microstructure by phase precipitation. Microstructure, in
turn, largely controls mechanical properties via dislocation-
precipitate interactions in precipitate hardened alloys. But
vacancies can also affect directly the alloy’s mechanical re-
sponse through their interaction with extended defects such
as dislocations, in fatigue, for example, and grain boundaries
�GBs�,2 especially when the GBs are coupled to solute
interstitials.3,4 The tendency of vacancies to act as a trap for
solute interstitials can lead to spectacular vacancy concentra-
tions, in particular in H containing systems where these va-
cancies are in fact vacancy-hydrogen complexes called su-
perabundant vacancies.5,6

A method predicting equilibrium vacancy concentration in
complex crystalline structures such as semicoherent inter-
faces or GB submitted to solute segregation would be a valu-
able asset to model intergranular precipitation and GB loss of
strength. The thermodynamic quantities which describe va-
cancies in equilibrium can be extracted from free-energy cal-
culations. Several methods have been proposed to determine
free-energy differences. Approximate calculations of va-
cancy formation free energy in the framework of lattice dy-
namics theory provide a reasonable compromise between ac-
curacy and computational demand.7 These methods can be
used to describe vacancies in systems where the anharmonic-
ity effects is not too large.8 In addition, thermodynamic in-
tegration schemes based on Monte Carlo �MC� or molecular-
dynamics �MD� methods where the anharmonicity effects are
described directly can be used. These schemes require good
statistical accuracy in the computed averages of the enthalpy
of the system with and without the defects.9,10 Furthermore,

the transferability of the semiempirical potentials is always a
delicate issue, especially when it comes to describing the
enhanced anharmonicity through the presence of defects.11,12

In a previous work,13 we developed a grand canonical
�GC� Monte Carlo method to compute superabundant va-
cancy concentrations in bulk fcc. The method consists of a
three-dimensional �3D� Ising type model with a fixed num-
ber of lattice sites coupled with continuous degree of free-
dom. In the pure metal, this method gives access to the va-
cancy formation free energies if they are extracted from the
concentrations with the use of a lattice-gas model.14 Even if
the method is computationally heavy for the moment since it
relies on insertions/deletions of particles in dense systems, it
aims at performing grand canonical simulation on any kind
of crystalline defects, extending the range of segregation
studies to complex interfaces. In this paper, we present the
extension of this method and the calculation of equilibrium
vacancy concentrations in a grain boundary. In the following
section, a short description of the method and of the motiva-
tion of the theory is given. Then, the computational method-
ology and the structure of the GB are presented. Next, results
concerning the localization of the vacancies on the GB sites,
obtained by molecular-dynamics simulation, are shown. Fi-
nally, equilibrium vacancy concentrations are produced by
grand canonical Monte Carlo simulations. These are ana-
lyzed by combined free-energy calculations and the analyti-
cal solution for the cluster distribution of a one-dimensional
�1D� Ising model. Free binding energies for vacancies are
reported which illustrate the formation of vacancy lines
along the tilt axis.

II. METHODS

We want to go beyond the calculation of the properties of
an isolated vacancy, and construct a brute force numerical
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method to treat the equilibrium of clusters of vacancies and
their interaction with other crystalline defects �dislocations,
grain boundaries, and solute interstitials�. More specifically,
we want a method capable of describing reconstructions.
Surface reconstruction can, to some extent, be treated by
canonical Monte Carlo where atoms from the surface plane
can be explicitly moved to adatom positions or an adsorbed
line of atoms �see Ref. 15 and references therein�. In order to
treat interface reconstruction, the calculation should be
brought to the grand canonical description because Frenkel
pairs are energetically expensive in metallic systems and
therefore rare. Certainly the most general approach is the one
proposed by Swope and Andersen16 where a bias is intro-
duced in the way the particles are chosen for deletion and the
cavities are detected for insertion. This bias relies on a de-
composition of the volume of the system on a refined grid
which plays no role in the definition of the microstate of the
system and can be of arbitrary shape not related to the stable
structure of the crystal. It has been used with success to
determine the metastable states in a transition from a dense
liquid to a solid in two-dimensional,17 a pathological case
where it is extremely difficult for a numerical method to
produce enough statistics. In the more specific case of the
GB, the issue is subtle because a GB is a metastable state of
the crystal where the geometrical parameters �misorientation
and interface plane� are fixed and can be considered as con-
straints. The other degrees of freedom, such as the position
of the particles and the relative translations of one crystal
with respect to the other, are free in �N ,V ,T� or �N , P ,T�
ensembles. Under these constraints, the GB structure is com-
posed of stable structural units �SUs� but they are not free
from allotropic transformations18 and a GB can be composed
of a mixture of SU of vicinal excess free energy.19 In this
context, defining a vacancy implicitly means that the SU is
stable at the temperature considered and that removing a few
particles will not lead to drastic structure changes. Otherwise
the reference structure is not stable and there is no meaning
to give to the notion of vacancy.

In this work, we perform GC Monte Carlo; hence we
release the number of particles at fixed volume and fixed
geometrical parameters of the GB, including relative transla-
tions. The grid used is the Voronoi decomposition of space
based on the coincidence site lattice model, in other words,
on the stable structure obtained in �N ,V ,T� ensemble. The
relevance of this decomposition is not known a priori and
should be tested. This is done by performing MD simula-
tions. A well-known issue is the dissolution of the vacancy.
We will show that this phenomenon does not involve the
breakdown of the method as long as it does not trigger a
global structure change in the GB. The breakdown of the cell
decomposition of space is not a conceptual issue since it is
always possible to take a more refined grid, independent of
the structure of the GB. But then, the meaning of the site
occupancies, which relates a node position to the most prob-
able position of the particle, is lost and the vacancy should
be replaced by an excess volume.20 The interest to stick to a
reference lattice is the possibility to define lattice-gas models
which can be treated analytically, and used to analyze and
check the MC results, as we will do here.

A. Description of the Monte Carlo method

Following Ref. 13, a reference lattice is used which en-
ables definition of site occupancies: pn=1 if the site is occu-
pied and zero otherwise �vacancy�. If N particles are present
in the system, and the lattice has M sites �or nodes� M �N, N
occupancies are set to one while the others to zero. The N
positions r� of the particles are decomposed such as referenc-
ing the particle from the position of the closest node:

r�n = r�n
0 + u�n. �1�

r�n
0 is the fixed position of the node and u�n is the displacement

of the particle from that node. By construction, u�n is inside
the Voronoi cell containing site n. Then a microstate, in con-
figuration space, is defined by ��pn�M , �u�n�N�. Phase space is
explicitly limited to the subspace where the continuous po-
sitions can be decomposed on the M lattice nodes, without
multiple occupancies. In other words, the system is
constrained21 during the simulation staying in the structure
defined by the lattice, with distortions which do not bring the
particles out of the Voronoi cell of their node. Self intersti-
tials are not allowed, which is not a drastic approximation
because they are energetically expensive in metallic
systems.22 The constrained grand canonical partition function
Qc is, when the macrostate is defined by �M ,� ,V ,T�:

Qc�M,�,V,T� =
1

�3N �
N=0

M

�
PM

�
V1

du�1�
V2

du�2. . .�
VN

du�N

�e−��H��pn�M,�u�n�N�−N��, �2�

where � is the thermal de Broglie wavelength, �=1 /kT, and
Vi is the volume of the Voronoi cell surrounding site i. The
total number of particles is N=�i=1

M pi. While the use of the
fcc lattice in a perfect bulk is suitable, the choice of a refer-
ence for the GB is not straightforward. The reasons why the
grid can fail to define the microstates is the thermal
disorder23 which can lead to grain-boundary premelting, and
the well-known issue of the vacancy dissolution which
should not trigger global structure change in the GB.24 In
Sec. IV A, the temperature range where the GB structure is
stable, and therefore where the grid is relevant for MC simu-
lations, even in the presence of the most probable vacancy
clusters, is tested by intensive MD simulations.

B. Monte Carlo moves

A chain of states representative of the equilibrium de-
scribed by Eq. �2� is generated by a Monte Carlo procedure
using the Metropolis algorithm. Trial states are proposed by
performing three types of moves: particle displacements,
insertion/deletion of particles in the cells �spin flips�, and
exchanges between a vacant and an occupied site. All these
moves are designed with respect to detailed balance.13 The
particles’ displacements are performed by proposing dis-
placement increments at random with a uniform distribution,
such that a random walk is performed in each occupied cell.
The maximum amplitude of the displacement increment is
adjusted to have 50% acceptance of the displacement moves.
In the case where a new displacement brings the particle out

EMMANOUIL VAMVAKOPOULOS AND DÖME TANGUY PHYSICAL REVIEW B 79, 094116 �2009�

094116-2



of its Voronoi cell, and the neighboring cell is occupied, and
the trial move is early rejected. Therefore, the displacements
are confined inside the Voronoi polyhedrons. The use of the
grid forbids the configurations where two particles fall in the
same cell. In principle, this is a limit of phase space in con-
trast to MD. This is why the comparison to MD is done: to
check that this portions of phase space plays a negligible
role.

The insertion/deletion moves of the particles are done as
follows. A lattice site i is chosen at random with probability
1
M while the system is in state A. If the site i is occupied, a
trial state B is proposed by setting the occupancy to zero.
The reverse move implies selection of the site i, in state B,
with the same probability 1

M and the insertion of a particle in
the cell at the former position u� i. This is done by picking a
position at random, with a uniform probability, and finding u� i
with a probability du� i /Vi,

16 where Vi is the volume of the
cell. From the detailed balance condition,13 the acceptance
probability acc�A→B� for the transition from state A �where
the site i is occupied pi=1� to state B �where the site i is
empty pi=0� at site i is given by

acc�A → B� = min	1,
Vi

�3e−��HB−HA−��
 , �3�

where HB and HA stand for the energies of states B and A,
respectively.

The exchange moves are performed in two steps between
two randomly selected sites, one vacant site i and one occu-
pied site k. First, an insertion move is performed in the cell i,
with the same trial displacement as the one on site k. The
energy change is �E1 between the initial state A and the
intermediate state C. In A, site i is empty pi=0 and site k is
occupied pk=1. In the intermediate state C, site i and k are
both occupied pi= pk=1. Second, a deletion trial move is
performed at site k with an energy change �E2 between state
C and the final state B. In state B, site i is occupied pi=1 and
site k is empty pk=0. The acceptance probability for the
exchange move between vacant site k and occupied site i are
given by the following equation:

acc�A → C� = e−��H, �4�

where �H=�E1+�E2 is the energy change between state A
�pi=0 and pk=1� and B �pi=1 and pk=0� through an inter-
mediate state C �pi=1 and pk=1�.

III. GRAIN-BOUNDARY STRUCTURE

The Al-�33�554��11̄0� is chosen as a model grain bound-
ary. The structure of this GB is studied in Ref. 19. It is
composed of two different structural units D and E. The D
unit is a twin and E unit is a capped trigonal prism, com-
posed of six atoms. Because D is bulklike, it is expected that
the vacancy formation energies will be more heterogeneous
on the sites of the more complex E unit and that it contains
the potential host sites for vacancies. An interesting feature
of the family of symmetrical tilt boundaries of axis �110� is
that the proportion of the E and D units can be changed by
modifying the disorientation angle. In other words, the den-

sity of the potential host sites for vacancies can be tuned.
The simulations are performed with a computational cell

which contains a bicrystal with the planar defect at its center.
The atomic positions in the bicrystal are generated from the
geometrical coincident site lattice �CSL�. The use of three-
dimensional periodic boundary conditions creates a second
grain boundary at the edges of the computational cell normal
to the �554� direction. The computational cell is composed of

three CSL cells in the �2̄2̄5� direction, ten CSL cells normal
to the GB in the �554� direction, and twelve CSL cells along

the tilt axis �11̄0�. Note that it implies that each atomic line,
parallel to the tilt axis, is composed of 12 equivalent atomic
sites over which averages can be taken �in particular average
occupancies�. In principle the averages can also be taken
over the equivalent lines of the structural units. These dimen-
sions are large enough to have a perfect bulk region in be-
tween the two GBs.

The interactions are modeled by an embedded atom po-
tential �EAM� for Al, which was obtained by a massive fit-
ting to a quantum database using the force matching
method.25 This model has been successfully used to study
bulk, surface, and GB properties.26–29 The lattice parameter
in the directions parallel to the boundary is fixed to the bulk
value at the temperature considered. The boundary energy is
relaxed by adjusting the relative displacement tx in the direc-
tion normal to the interface. Quenched molecular dynamics
�QMD� is used to relax the structure at zero temperature
�Fig. 1� for various values of the imposed relative displace-
ment. The relaxed boundary energy for this structure is
289.0 mJ /m2 at tx=0.37a0, where a0=4.032 Å is the lattice
parameter of the bulk Al at 0 K. In Fig. 1, we present the
relaxed GB obtained at 0 K.

The initial grid has to be defined in order to perform MC
in �M ,� ,V ,T� constrained ensemble. The reference lattice is
the relaxed structure of the GB at 0 K. At finite temperature,
the positions in the direction parallel to the interface are
scaled by the thermal dilation factor of the bulk. The excess
GB volume is relaxed by adjusting the relative displacement
tx in the direction �554� in order to obtain zero stress in this

5 dcsl[554]
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FIG. 1. �Color online� �33�554��11̄0� grain boundary viewed
along the tilt axis. The big spheres stand for the �110� planes and the
small ones stand for the �220� planes. The letter stands for the
structural unit in the GB core. The distance between the mathemati-
cal symmetry planes of the two GB is five times the CSL size in the
�554� direction, as showed by the double arrow.
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direction. This is obtained by translating all particles with
xi�0 �xi	0� by tx /2 �−tx /2�. xi=0 is the symmetry plane of
the GB and x is the direction normal to the GB plane. The
stresses are calculated by the virial theorem.

The Voronoi polyhedron decomposition of space is done
by a well-established algorithm by Rapaport31 which gives
the volumes Vi used in the acceptance criterion �Eq. �3��. A
picture of the Voronoi decomposition which defines cells in-
side which the random walk of the particles is confined and
the nodes where the occupancies are defined, is presented in
Fig. 2. This grid easily defines the vacancies and will be used
later to formulate a lattice-gas model14 to check and analyze
the MC results.

The vacancy formation energy Ef
v is computed, at 0 K, on

every nonequivalent site of the GB. It is a way to get an idea
of the heterogeneity before performing Monte Carlo simula-
tions. In Fig. 3, the Ef

v map, at constant volume, is presented.
The big and the small circles correspond, respectively, to the
�110� planes and the �220� planes. The numbers correspond

to the Ef
v on each specific site. As can be seen in Fig. 3, the

sites in the E unit exhibit vacancy formation energies in the
range of 0.47 eV �E1� to 0.87 eV �E3�. On the contrary, the
sites of D units present values close or greater than the bulk
value �0.69 eV�. The critical issue is addressed in the next
section: the efficiency of the grid to define the microstates at
high temperature.

IV. VACANCY CLUSTERS OBTAINED BY ALL DEGREES
OF FREEDOM METHODS (MD AND MC)

A. Molecular dynamics

The thermal stability of the GB structure obtained at 0 K
is checked with molecular-dynamics simulations in the mi-
crocanonical ensemble. The equations of motion are inte-
grated by the leapfrog algorithm with a time step of 1 fs. The
GB equilibration takes 60 ps which are excluded from the
averages. These are performed over a simulation time of 40
ps. The temperatures investigated range from 400 K to 900
K. We can mention that the potential predicts the melting of
bulk Al at 930 K, in agreement with experimental results.25

No allotropic transition by shuffling was observed.
The degree of crystallinity of a GB structure can be quan-

tified by following the variation with temperature of the
structure factor.23 In the case of the symmetrical �
=5�310��001� tilt boundary in Ar,23 a smooth transition from
a crystalline order similar to the one of the perfect bulk to-
ward the one of a liquid has been observed, consistent with
an increase in the self-diffusion coefficient. Nevertheless, the
GB is not liquid but highly defected. The liquid state is
reached only at the melting point of the bulk. In our case, the
self-diffusion events are too rare, within the duration of clas-
sical MD, to allow the determination of the diffusion coeffi-
cients. Therefore, the smooth departure from a pure bulk
behavior is quantified by the temperature evolution of the
mean-square displacements �MSDs�, along the tilt axis. The
MSD is given by

�uX
2� =

1

Ni
�
i=1

Ni

�zi
2� − �zi�2, �5�

where i stands for the site index, Ni is the number of sites in
the region over which a site average is taken �X=E, D, or
bulk�, zi is the coordinate of the particle in the direction
parallel to the tilt axis, and brackets denote the time aver-
ages. In the time averages, some isolated events of self-
diffusion are excluded at temperatures above 800 K. These
events occur mostly on the sites of the E SU. The criterion
for this exclusion is that the average displacement of the
particles is greater than half the nearest-neighbor distance
�the average position is outside of the Voronoi cell�. During
self-diffusion, no long-lived double occupancies of the
Voronoi cells were observed, which would justify grid re-
finement for this particular GB. The system always comes
back to the structure used to define the grid. We recall that
we want to design an equilibrium Monte Carlo method so the
microstates corresponding to rare events do not need to be
captured if they don’t contribute significantly to the averages
of interest. For example, it is not necessary to capture saddle

FIG. 2. �Color online� A snapshot �Ref. 30� of the grid around

the �33�554��11̄0� GB along the tilt axis. The big spheres stand for
the �110� planes and the small ones stand for the �220� planes. The
black traces mark the D and E units.
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FIG. 3. �Color online� Vacancy formation energy map of the

�33�554��11̄0� GB core. The big circles stand for the �110� planes
and the small ones stand for the �220� planes. The numbers stand
for the vacancy formation energy in electron volts, at 0 K.

EMMANOUIL VAMVAKOPOULOS AND DÖME TANGUY PHYSICAL REVIEW B 79, 094116 �2009�

094116-4



configurations for diffusion if only the average vacancy con-
centrations are wanted. These are more efficiently obtained
by performing spin flips and exchanges rather than following
a realistic diffusion path.

Figure 4 presents the temperature dependence of the
MSDs for the atoms of the D units �rectangles�, the E units
�diamond�, and the bulk region �black circles�. Along the
direction of the tilt axis, the symmetry of the bulk and the
grain-boundary regions is preserved and the comparison is
reasonable.23 For temperatures up to 700 K, the MSDs of the
E and D SUs present a linear dependence with the tempera-
ture, similar to the bulk. Above 700 K, we can see large
deviations between the GB and the bulk behavior. Further
increase in the temperature, above 800 K, leads to the devia-
tion between the E and D unit MSD values. From these
results it comes out that the GB core sites of the E and D
units are less tightly bonded in the direction of the tilt axis
compared to the bulk atoms. The signature of this is a larger
vibration amplitude. As the temperature increases above 700
K, this difference becomes more pronounced. An interesting
issue is that, above 800 K, a difference between atoms of the
E and D SUs also arises, which reflects a precursor of the
disordering of the E SU, before the triggering of self-
diffusion. At 700 K, the crystalline order still compares quite
well with the perfect bulk. The MSD is of the order of 2
�10−3a0

2, which, assuming a Gaussian distribution �

0.05a0� of the position around the average, gives a very
low probability for the particle to fall outside of the Voronoi
cell �P�r�0.35a0�	10−10�. Indeed, particles are almost
never observed “bumping” on the walls of their cell. Based
on this quantification of the localization of the particles and
the rare event argument, T=700 K is a safe temperature for
MC simulations and the choice of a large grid, in comparison
to the cubic square grid of Swope, is justified. T=700 K is
used from now on.

The efficiency of the Voronoi decomposition can be
checked further by studying the relaxation of the nearest
neighbors of empty sites �vacancies� in the GB core. More
specifically, MD simulations are used to generate a time se-

quence of microstates which are then analyzed to check if
they can be captured by the representation ���pn�M , �u�n�N��
used in the Monte Carlo simulations.

In the bulk, the local environment of the vacancies pre-
sents a slight relaxation which leads to the contraction of the
formation volume of a vacancy. In GBs the relaxation can be
so strong that it can lead to the delocalization of the
vacancy.24 This delocalization can drive the system to a glo-
bal reconstruction.32 In this part, we run a set of MD simu-
lations in the microcanonical ensemble, each of them with a
single vacancy initially on a different site of the E unit and
for a duration of 200 ps at 700 K. At this temperature, ac-
cording to the previous paragraph, the GB equilibrates below
the onset of self-diffusion. The initial vacancy diffuses rap-
idly and in most simulations equilibrates on site E1 �the site
with the lowest vacancy formation energy�. The vacancy
lives on this site for long times, up to 100 ps. A picture of the
GB core with a vacancy on site E1 is shown on Fig. 5. The
big spheres stand for the �110� planes and the small ones for
the �220� planes. The letter stands for the sites index. The
small black spheres represent the E1 and E5 nodes. The thick
lines stand for the projection on �110� planes of the edges of
the Voronoi polyhedron corresponding to site E1. The two
sites belong to the same �220� plane and the shared Voronoi
facet is perpendicular to the plane of the figure. Node E5,
which corresponds to the mean position of the particle when
E1 is occupied, is at 0.34a0 from the facet. When a vacancy
is created at E1, the atom mean position is displaced by
0.29a0 toward the facet �Fig. 5�, which is close the boundary
between the E1 and E5 cells. Transitions occur periodically
where the atom leaves cell E5 and fills cell E1. The inset on
Fig. 5 presents another viewpoint of this motion. The thin
line between black spheres represents the particle trajectory
for a duration of 4 ps.

To have a statistical view of this motion, we calculate the
probability P�d� that the projection of the atom’s position on
the line joining the nodes E5 and E1 is d within some uncer-
tainty �Fig. 6�. The statistics is collected from a trajectory of
length a 100 ps. The vertical lines �Fig. 6� show the positions
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FIG. 4. �Color online� MSDs along the tilt axis, as a function of
the temperature, averaged over the atoms of the D �rectangles�, E
units �diamonds�, and bulk region �black circles�. The lines are a
guide to the eye. a0 stand for the lattice constant of bulk Al at 0 K.

FIG. 5. �Color online� A snapshot of the GB core with a vacancy
on site E1. The letter stands for the representative sites in the GB
core. The small black spheres stand for the initial position of the
sites E1 and E5 on the initial grid. The thin line between black
spheres represent a trajectory trace of the atom on site E5.
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of the sites E5 and E1. The dashed vertical line corresponds
to the Voronoi border between the two sites. The filled
�empty� circles represent the displacements distribution of an
atom on site E5, when E1 is occupied �empty�. When E1 is
occupied, the distribution is nicely peaked around node E5.
Whereas, when it is empty, the distribution is shifted toward
E1 and broadened. We cannot identify two peaks in the dis-
tribution that would indicate two distinct energy basins �va-
cancy on E1 or E5� from which the system could make tran-
sitions. On the contrary, there is only one state where the
particle has a new equilibrium position, close to the border,
but still it spends most of the time in cell E5, and makes brief
incursions in cell E1.

In addition, MD simulations, in the microcanonical en-
semble, are performed on a system containing a set of va-
cancies, aligned along the tilt axis. Such configuration is
called a vacancy chain. Its length is varied up to six vacan-
cies. The vacancies occupy site E1. We calculate the volume
of each vacancy from the average positions of the neighbors
taken in a time window of at least 30 ps, where the vacancy
chain is stable. Figure 7 shows a snapshot with a chain of
length two. In this case, the relaxation of the local environ-
ment is more complex than the one of the single vacancy.
Two atoms on site E5 relax toward the vacant sites and per-
form again a delocalized oscillation motion. The average dis-
placement is 0.24a0 for both atoms, similar to the single
vacancy case. The atom on site E2 which belongs to the �110�
plane in between the vacancies �see inset of Fig. 7� relaxes
close to the borders. The direction of the average displace-
ment is normal to the tilt axis, with a norm 0.22a0. A similar
qualitative picture is obtained for longer chains.

In Fig. 8, we present the relative volumes �with respect to
the volume of the cells� of each vacant site for chains of
different lengths �filled symbols�. The average position of the
neighbors is computed as above. The sites of the divacancy
have a relative volume of 68.3%. In the trimmer, the volume
of the middle site is 63% while the one of the edge sites is
69.5%. The same results hold for the longer chains: the rela-
tive volumes of the vacant edge sites are greater than those
of the inner sites. In the case of the divacancy, the distribu-

tion of the relaxed neighbors is symmetric across the �110�
plane �large spheres on Fig. 7�. Both sites of the divacancy
have one relaxed neighbor of type E5 on the same �220�
plane and one common neighbor on a site of type E2 on the
symmetry plane �inset of Fig. 7�. In the case of the trimmer,
the inner site has one coplanar neighbor of type E5 and two
neighbors of type E2 from the two adjacent �110� planes. The
edge sites have one neighbor of type E5 and one of type E2.
The significant drop of the volume of the inner sites can be
attributed to the number of neighbors which show strong
relaxations, in preference to a difference of the amplitude of
the relaxations, because these are similar.

The conclusion of this MD study is that the delocalized
motion of the neighbors of the vacancies, or of the vacancy
chains, does not lead to the formation of new lattice sites or
to the annihilation of old ones. Therefore the lattice based on
the equilibrium structure of the GB, without point defects,
and the associated Voronoi decomposition of space, is an
efficient choice to define the microstates of the system for
the Monte Carlo simulations.
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FIG. 7. �Color online� A snapshot of the GB core with two
vacancies on sites of type E1 along the tilt axis. The letters stand for
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B. Monte Carlo simulations in the grand canonical constant
lattice sites ensemble

We perform Monte Carlo simulations in the constant lat-
tice site ensemble �M ,� ,V ,T� at T=700 K. The chemical
potential of bulk Al was calculated by thermodynamic inte-
gration for different temperatures at the average volume
which corresponds to zero pressure.13 First, 500�106 MC
steps, with only displacement moves, are performed to
equilibrate the structure at finite temperature. Next, grand
canonical MC simulations with displacement, insertion/
deletion, and exchange moves are done with a number of
steps up to 15�109. The moves involve particles a region of
width �−4,4� d544, where d554 is the length of the CSL cell in
the �554� direction. This region contains the core of the GB.
The particles in the rest of the simulation box are kept fixed.
Moreover, thirty replicas are used, with different initial seeds
of the pseudorandom number generator,33 to get better statis-
tics. In all MC simulations, the occupancies �pn�M are re-
corded to compute the average concentrations.

The insertion/deletion moves have a low acceptance rate
of the order of 10−5 at T=700 K. In the bulk, reasonable
statistics for vacancy concentration can be obtained above
600 K because all sites are equivalent. In a CSL based bic-
rystal, the average local concentration on each nonequivalent
site of the CSL unit is averaged over all CSL units in the
system to give the average site or plane concentration. With
our system size, each site is represented 36 times. Equilib-
rium concentrations of vacancies are obtained by averaging
the occupancies in three steps: an average on the equivalent
sites in the system, an average over the MC steps, and an
average over the replicas. In the bulk, all sites are equivalent
whereas in the GB, only structural units are equivalent. The
same accuracy between GB and bulk concentrations could be
obtained by multiplying the reference number of the MC
steps by a factor

Nbulk

NSU
, where Nbulk is the number of particles

in bulk reference simulation and NSU is the number of
equivalent sites of the SU over all CSL units of the system.
This factor can be large. Fortunately, the acceptance ratio in
the GB is not as small as in the bulk, so if

Nbulk

NSU
�

1
100 1, the

average concentrations per GB plane can converge.
The average vacancy concentrations per plane parallel to

the interface are presented on Fig. 9 as function of the layer’s
position. Each GB site is represented by one point. This pro-
file reveals the symmetrical character of the GB structure,
within some minor distortions. The error bars are less than
the size of the points. The higher concentrations are found on
the planes close to the interface plane composed of the sites
E1, E5, and E2. The values are 0.31�10−2 and 0.30�10−3,
respectively. These are two orders of magnitude greater than
the vacancy concentration13 in the bulk 2.95�10−5, which
compares nicely with the experimental value in bulk Al at
700 K: 3.16�10−5, obtained by differential dilatometry
measurements.1 The local concentrations decrease gradually
to approach the bulk value as the distance from the GB sym-
metry plane increases. The oscillations on the profile come
from an alternate participation of sites from the D and E
SUs. The vacancy free formation energy can be calculated on
each site by inverting the formula obtained by a lattice-gas
model for isolated vacancies:14

ci = e−gv
i /kBT, �6�

where ci is the local average concentration of single vacan-
cies obtained by MC and gv

i is the free vacancy formation
energy at site i. A map of these energies is shown on Fig. 10
where the sites of the D and E SUs are represented.

As we can see in Fig. 10, the sites in the SU E labeled E1,
E2, and E5 have gv

i values lower than the bulk �0.63 eV�. At
site E1, gv

i is minimal 0.35 eV, whereas at sites E2 and E5, gv
i

are a little higher: 0.48 and 0.41 eV, respectively. Moreover,
the sites which form the D units have greater or equivalent gv

i

values than the bulk. At site D2, gv
i is 0.67 eV while at the

sites D4 and D3 the values are 0.67 and 0.62 eV, respectively.
Compared to the vacancy formation energy at zero kelvins,
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the sites D1 and D5 SUs �which are bulk like� show a reduc-
tion up to 0.08 eV. This is in agreement with the previous
calculation in bulk Al, where the vacancy formation free en-
ergy show a small dependence with temperature.10 The re-
duction is higher on site D2 :−0.14 eV. Furthermore, as the
temperature is increased up to 700 K, the changes in the
formation energy for the sites of E SU with respect to the
values at 0 K are much higher: up to −0.17 eV. This differ-
ence could reveal a strong formation entropy contribution to
the gv

i , correlated with the strong relaxation of the local en-
vironment of the vacancies that is described in the MD sec-

tion of the paper. In copper GB �9�221��11̄0�, a structure
which is composed only of E units. Suzuki and Mishin32

report higher vacancy formation entropy values on the GB
sites with a lower vacancy formation energy than the bulk
values.

Additionally, the formation of vacancy chains along the
tilt axis, on site E1, is observed. The other sites host only
single vacancies. In the following, we consider the formation
of the chains as a one-dimensional problem by considering
only E1 sites. The concentration of clusters ql is defined by
the number of clusters of length l divided by the length of the

line and by averaging ql over all equivalent �11̄0� lines com-
posed of site E1 �two lines per CLS unit: sites E1 and E1��.
The average concentration of vacancy clusters is given in
Fig. 11. The concentration of chains of length 4 is 0.11
�10−4 and gives us the lower limit of measurable concen-

tration, according to our statistics, as the average concentra-
tion of the clusters composed of five vacancies did not fully
convergence �it is of the order of 3�10−6; Fig. 11�.

Following Yilmaz and Zimmermann,34 we derive analyti-
cal formulas for the cluster distribution obtained by a one-
dimensional Ising model in the grand canonical ensemble
�Appendix�. The concentration of vacancy clusters on E1
sites is small enough �Fig. 11� to consider a dilute limit ap-
proximation which gives:

ql

n
= e−gv

l /KBT, �7�

where n is the total number of E1 sites, ql is the number of
cluster of length l, and gv

l is the free formation energy of a
cluster of length l.

Table I gives the free energies obtained from the MC con-
centrations by inverting Eq. �7�, together with the free bind-
ing pair energy �bind

l =
l�g1−gl

l−1 , which represents the effective
pair interaction between vacancies along the E1 lines. The
variation in this quantity with the length of the chain is re-
ported. We note that the value is remarkably stable and high
�0.25 eV�. It almost compensates the free formation energy
on site E1 �0.35 eV�, which explains why large clusters are
observed �up to five vacant sites�. Furthermore, this strong
binding contrasts with the bulk picture where DFT calcula-
tions give a repulsion9 �−0.07 eV� for the divacancy at T
=0 K.

In the next section, the formation free energy of clusters is
calculated by another method: the Widom insertion method.
We will use the comparison between the two methods to
quantify the influence of the Voronoi cell border crossings,
such as those analyzed in the MD simulations, and which are
allowed among vacant and occupied sites in MC simulations
but not in the Widom free-energy calculations.

C. Free-energy calculation by the Widom insertion method

We make the assumption that the vacancy concentration is
small enough to ignore the volume change at constant pres-
sure. In practice, tx is not optimized during the Monte Carlo
simulation or during the Widom calculation. For simplicity,
the following discussion is presented in �N , p ,T�, with p=0.
In a crystalline system with M sites and N particles, the
vacancy formation energy in �N , p ,T� is defined by the varia-
tion in the Gibbs free energy due to the formation of an extra
unoccupied site. Traditionally, this is done by moving a par-
ticle on a kink on a surface step. The system has M +1 sites
and N particles� and gv

1 =GM+1,1�N , p ,T�−GM,0�N , p ,T�. The
first subscript stands for the number of lattice sites and the
second for the number of vacancies.14 If we introduce a hy-
pothetical system with M +1 sites and N+1 atoms without
any vacant site, the formation energy of a single vacancy
becomes

gv
1 = � − f1, �8�

where �=GM+1,0�N+1, p ,T�−GM,0�N , p ,T� is the chemical
potential of the system and f1=GM+1,0�N+1, p ,T�
−GM+1,1�N , p ,T�. The term f1 is the free-energy difference

TABLE I. Vacancy cluster local concentration on E1 sites, at
T=700 K; free formation energies and the free binding pair energy

for a cluster of length l, �bind
l =

l�g1−gl

l−1 .

Cluster
size l Local concentration

Free formation
energy �eV�

Free binding
energy �eV�

1 0.311�0.003�10−2 0.348�0.001

2 0.61�0.03�10−3 0.446�0.003 0.250�0.003

3 0.73�0.08�10−4 0.574�0.007 0.235�0.003

4 0.11�0.03�10−4 0.69�0.02 0.234�0.005
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FIG. 11. �Color online� Equilibrium vacancy cluster concentra-

tion along the �11̄0� lines composed of equivalent E1 sites, in the

core of �33�554��11̄0� GB, at 700 K.
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between systems which have the same number of sites but a
difference of one in the number of particles. It can be calcu-
lated by the Widom particle insertion method.13

Additionally, we can define the formation energy of a
dimer �gv

2� as the variation in the Gibbs free energy of a
crystal with M sites by the formation of two vacancies on
specific GB sites in nearest neighbor position. We can con-
sider two vacant sites E1 aligned along the tilt axis of the
GB:

gv
2 = GM+2,2�N,p,T� − GM,0�N,p,T� . �9�

We can introduce again two hypothetical systems with
GM+1,1�N , p ,T� and GM+2,1�N+1, p ,T� and the Eq. �9� be-
comes

gv
2 = GM+2,2�N,p,T� − GM,0�N,p,T� + GM+1,1�N,p,T�

− GM+1,1�N,p,T� + GM+2,1�N + 1,p,T� − GM+2,1�N

+ 1,p,T� . �10�

With the proper matching of terms, we have gv
1

=GM+1,1�N , p ,T�−GM,0�N , p ,T�, �=GM+2,1�N+1, p ,T�
−GM+1,1�N , p ,T�, and f2=GM+2,1�N+1, p ,T�
−GM+2,2�N , p ,T�. Equation �10� becomes

gv
2 = gv

1 + � − f2. �11�

Figure 12 shows a schematic representation of the free-
energy levels which are used to calculate the formation en-
ergy of a divacancy.

The formation free energy of a vacancy cluster of length l
is given by the following generalized equation:

gv
l = gv

l−1 + � − f l, �12�

where �l2�, gv
l−1 is the vacancy formation energy of a clus-

ter of length l−1 �Vl−1�, and f l is the free-energy difference
f l=GM+l,l−1�N+1, p ,T�−GM+l,l�N , p ,T� of a system with M
+ l sites, l−1 vacant sites, and N+1 atoms with a system of
same number of sites, l vacant sites, and N atoms.

1. Results and Discussions

The procedure described above is used to calculate the

free formation energy of clusters aligned along the �11̄0�
lines on E1 sites, at T=700 K. We perform Monte Carlo
simulations in the constant lattice site ensemble at constant

volume, without Voronoi border crossings. First, the struc-
ture of the GB with a vacancy cluster Vl is equilibrated by
performing 1.5�109 MC steps with displacement moves
only. Next, another 1.5�109 MC displacement steps are nec-
essary, proposed only in a zone of 2a0 radius around the
chain, in the mean time, insertions are performed in order to
calculate f l term by the Widom particle insertion method.
Moreover, five replicas are used, to get a better accuracy.

In Table II, we give the formation free energy of the va-
cancy clusters with a length ranging from one to five. In all
these cases, the reference state for the formation energy of Vl
cluster is the formation energy of the Vl−1 cluster. The length
of the cluster is increased one by one by adding a new va-
cancy at its edge. These results are in good agreement with
the grand canonical MC scheme. The vacancy free formation
energy for the single vacancy on the site E1 is 0.353 eV by
the Widom particle method and 0.348 eV by MC. The Wi-
dom method slightly overestimates the formation free energy
of the single vacancy as the flip-flop moves of the neighbor
sites of the vacant sites are prohibited. The vacancy is forced
to be localized on same site. This also gives a systematic
difference in free formation energy of the chains, of the order
of 0.025 eV per atom, which is quite large: 10% of the pair
energy. This difference propagates in the calculation of the
binding energies and the differences between the formation
energies appear larger. This shows the importance of allow-
ing border crossings in Monte Carlo between vacant and oc-
cupied sites.

2. Vacancy pair binding energy

In Table III, we present the formation free energy of a pair
of vacancies along the tilt axis on site E1 as a function of the
distance between the two vacancies. The binding energy of
the vacancy dimer has the value 0.33 eV. This drops to
0.03eV for the pair in second-neighbor configuration and fur-
ther drops to 0.01 eV in third neighbor position. The relax-
ation of a dimer’s local environment is strong when the va-
cant sites lay in first neighbor position. This relaxation is
restored when the vacant sites are separated and lay in sec-
ond or third neighbor positions. These are in agreement with
calculations at 0 K where the divacancy binding drops to
zero for a distance equal or greater than the third neighbors
along the tilt axis. Therefore, we can consider only first

FIG. 12. �Color online� Schematic diagram of formation free-
energy calculation of a divacancy, the term f2 can be calculated by
Widom particle insertion method.

TABLE II. Vacancy cluster free energy on the column of
equivalent site E1 by Widom method.

Cluster
size l

Free formation
energy �eV�a

Free pair binding
energy �eV�b

Pair binding
energy �eV�c

1 0.353�0.004

2 0.380�0.007 0.33�0.01 0.38

3 0.51�0.02 0.27�0.01 0.37

4 0.60�0.03 0.27�0.01 0.38

5 0.66�0.03 0.28�0.01 0.38

aT=700 K.
bT=700 K.
cT=0 K.
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neighbors interaction in the 1D Ising model �Appendix�.

V. CONCLUSIONS

The goal of this work is to extend to grain boundaries the
Monte Carlo simulation that we developed for studying su-
perabundant vacancies in the bulk. An intermediate step is
the simulation of thermal vacancies in the pure metal. This
raises the issue of the definition of a vacancy in a structure
where, a priori, nothing guarantees that extra volume is lo-
calized at specific sites. We have shown that, by intensive
MD simulation, the symmetrical tilt boundary �

=33�554��11̄0� is stable enough, at T�700 K, to map the
atomic positions on the lattice defined by the geometrical
CSL model. The vacancies diffuse, sometimes by complex
mechanisms involving many atoms and which require that
the vacancy be dissolved. These are rare events and the va-
cancies are most of the time localized, even when they clus-
ter. From these observations, we concluded that the charac-
terization of the microstates by a combination of site
occupancies, defined on the CSL lattice of the grain bound-
ary, and continuous displacement variables is a good enough
approximation. Based on this description, Monte Carlo simu-
lations are performed in the Grand Canonical ensemble, with
the constraint that the GB core structure is fixed by the
choice of the lattice. Space is continuously decomposed in
cells by the Voronoi procedure. The Monte Carlo simulations
are composed of insertion/deletion moves in the cells �spin
flips� and displacement moves confined in the cells. Even if
the calculation is computationally demanding, owing to the
large dimension of phase space, intergranular vacancy con-
centrations are obtained from the average occupancies. The
grace of the use of a lattice is that a lattice-gas model can be
defined. The parameters, free formation energy of the iso-
lated vacancy and free binding pair energies, are computed
by the Widom insertion method and from the MC concentra-
tions by an inverse method. The comparison between the two
shows that forbidding the cell crossings between a vacancy
and its neighbors can result in an error of the order of 10%
on the free binding pair energies which accumulate in the
computation of the free formation energies of vacancy clus-
ters, therefore leading to large errors. Free formation ener-
gies of isolated vacancies are in very good agreement with
the concentrations obtained by MC.

The stability of the vacancies in this GB makes it a good
candidate to continue the extension of the method by intro-
ducing solute interstitials �hydrogen� and lowering the tem-
perature, with the final goal to simulate, in a realistic way,
superabundant vacancies at a grain boundary. The issue of
the definition of the grid size is important, especially at high
temperature, if the solid becomes highly defected �not the
case of the GB studied in the paper�. We propose that MD be
used, on a time scale which gives a reasonable estimate of
the self-diffusion coefficient, to monitor double occupancies
of the grid cells. Then this grid can be refined until no double
occupancy is detected, which guarantees that most relevant
microstates are considered in the MC simulation. The notion
of lattice site is lost in this case.
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APPENDIX: ANALYTICAL FORMULAS FOR VACANCY
CHAIN DISTRIBUTION IN THE GRAND

CANONICAL ENSEMBLE

The problem of the vacancy line along the tilt axis can be
treated, in an approximate way, by a one-dimensional Ising
model. This means that the interaction between the vacancies
on site E1 and those on the other sites are ignored �which is
not a problem at low concentrations�. Furthermore, the range
of interaction between vacancies on the same line is limited
to the nearest neighbors. Following Yilmaz and
Zimmermann,34 the configuration dependent part of the po-
tential energy is

E = − ��n1 − q� = − ��
k=1

�

�k − 1�qk, �A1�

where � is the binding energy between the vacancies ���0
for an attraction�, n1 is the number of vacancies, and q is the
total number of clusters. We look for �qk�, the average dis-
tribution of clusters. qk is the number of clusters of length k
in a line composed of n sites. The partition function in the
grand canonical ensemble is

Q = �
n1=1

n

e−�n1/kT�
q=1

n1 n

q
g1g2e−E/kT, �A2�

where � is the Lagrange multiplier used to express that the
total number of vacancies n1 fluctuates but that its average is
fixed �the meaning of � is cleared below�. g1 and g2 can be
expressed as a function of factorials of n1, n−n1, and n �Ref.
34�. g1 represents the number of ways to separate n1 vacan-
cies in q clusters, and g2 is the number of ways to separate
�n−n1� particles in q clusters. The product gives the number

TABLE III. Formation and binding energy of a divacancy clus-
ter along the tilt axis at site E1 by Widom method as a function of
distance between the two vacant sites. r0 stand for the nearest-
neighbor distance

�2
2 a0, where a0 is the lattice constant of Bulk Al at

T=700 K.

Distance
Free formation

energy �eV�
Free pair binding

energy �eV�a
Pair binding
energy �eV�b

1�r0 0.380�0.007 0.33�0.01 0.38

2�r0 0.677�0.004 0.03�0.01 0.08

3�r0 0.697�0.004 0.01�0.01 0.01

aT=700 K.
bT=0 K.
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of microstates, in this 1D model, which have the energy E
=−��n1−q� �degeneracy�. The maximum term method is first
applied to the inner sum in Eq. �A2�, optimizing t
= n

qg1g2e−E/kT with respect to q, at fixed n1, such as in the
canonical ensemble. This gives

q��n1�
n

=

�1 + 4�e�/kT − 1�
n1

n

n − n1

n
− 1

2�e�/kT − 1�
, �A3�

and the partition function is approximated by

Q  �
n1=1

n

e−�n1/kTt��n1� ,

where t� is the maximum term which corresponds to q�. The
maximal term method applied a second time, with respect to
n1, gives

n1 − 1

n − n1

n − n1 − q�

n1 − q�
= e��−��/kT. �A4�

Eqs. �A3� and �A4� are coupled equations of n1 and q� that
have to be solved numerically for each value of e��−��/kT.
Then the cluster distribution �qi� is obtained by the same
method as in the Canonical ensemble34 with n1

� and q� fixed:

qi = S1
i S2, �A5�

S1 = 1 −
q�

n1
� , �A6�

S2 =
q�2

n1
� − q�

. �A7�

In the dilute limit,
n1

n =�1�1, Eq. �A3� is expanded to second
order in �1 and combined to Eq. �A4� to get �1. Finally, Eqs.
�A5�–�A7�, developed to first order, give

qi

n
= e−�i�−�i−1���/kT,

where i�− �i−1�� is the free formation energy of a cluster of
length i if we consider that � is the free formation energy of
an isolated vacancy and � is the effective free binding energy
between two vacancies in first neighbor position. The evalu-
ation of those quantities by the Widom insertion method and
the comparison with the results obtained by Monte Carlo
simulation including all degrees of freedom �distribution
over all the sites of the GB and displacement of all the par-
ticles� give a satisfactory agreement which validates the hy-
pothesis. In particular, the simple decomposition of the free
energy in two terms: the formation energy of the isolated
vacancy, plus an effective short-range interaction, is enough.
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